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Overwhelming evidence now indicates that the quality of report-
ing of randomized, controlled trials (RCTs) is less than optimal.
Recent methodologic analyses indicate that inadequate reporting
and design are associated with biased estimates of treatment
effects. Such systematic error is seriously damaging to RCTs,
which boast the elimination of systematic error as their primary
hallmark. Systematic error in RCTs reflects poor science, and poor
science threatens proper ethical standards.

A group of scientists and editors developed the CONSORT
(Consolidated Standards of Reporting Trials) statement to improve
the quality of reporting of RCTs. The statement consists of a
checklist and flow diagram that authors can use for reporting an
RCT. Many leading medical journals and major international edi-
torial groups have adopted the CONSORT statement. The CON-
SORT statement facilitates critical appraisal and interpretation of
RCTs by providing guidance to authors about how to improve the

reporting of their trials.
This explanatory and elaboration document is intended to

enhance the use, understanding, and dissemination of the CON-
SORT statement. The meaning and rationale for each checklist
item are presented. For most items, at least one published exam-
ple of good reporting and, where possible, references to relevant
empirical studies are provided. Several examples of flow diagrams
are included.

The CONSORT statement, this explanatory and elaboration
document, and the associated Web site (http://www.consort
-statement.org) should be helpful resources to improve reporting
of randomized trials.
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The RCT is a very beautiful technique, of wide appli-
cability, but as with everything else there are snags.
When humans have to make observations there is
always the possibility of bias (1).

Well-designed and properly executed randomized,
controlled trials (RCTs) provide the best evi-

dence on the efficacy of health care interventions*, but
trials with inadequate methodologic approaches are as-
sociated with exaggerated treatment effects (2–5). Bi-
ased* results from poorly designed and reported trials
can mislead decision making in health care at all levels,
from treatment decisions for the individual patient to
formulation of national public health policies.

Critical appraisal of the quality of clinical trials is
possible only if the design, conduct, and analysis of
RCTs are thoroughly and accurately described in pub-
lished articles. Far from being transparent, the reporting
of RCTs is often incomplete (6–9), compounding prob-
lems arising from poor methodology (10–15).

INCOMPLETE AND INACCURATE REPORTING

Many reviews have documented deficiencies in re-
ports of clinical trials. For example, information on

whether assessment of outcomes* was blinded was re-
ported in only 30% of 67 trial reports in four leading
journals in 1979 and 1980 (16). Similarly, only 27% of
45 reports published in 1985 defined a primary end
point* (14), and only 43% of 37 trials with negative
findings published in 1990 reported a sample size* cal-
culation (17). Reporting is not only frequently incom-
plete but also sometimes inaccurate. Of 119 reports stat-
ing that all participants* were included in the analysis in
the groups to which they were originally assigned (in-
tention-to-treat* analysis), 15 (13%) excluded patients
or did not analyze all patients as allocated (18). Many
other reviews have found that inadequate reporting was
common in specialty journals (19–29) and journals
published in languages other than English (30, 31).

Proper randomization* eliminates selection bias*
and is the crucial component of high-quality RCTs (32)
Successful randomization hinges on two steps: genera-
tion* of an unpredictable allocation sequence and con-
cealment* of this sequence from the investigators enroll-
ing participants (Table 1) (2, 21). Unfortunately,
reporting of the methods used for allocation of partici-
pants to interventions is also generally inadequate. For

Throughout the text, terms marked with an asterisk are defined at end of text.
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example, at least 5% of 206 reports of supposed RCTs
in obstetrics and gynecology journals described studies
that were not truly randomized (21). This estimate is
conservative, as most reports do not at present provide
adequate information about the method of allocation
(19, 21, 23, 25, 30, 39).

IMPROVING THE REPORTING OF RCTS:
THE CONSORT STATEMENT

DerSimonian and colleagues (16) suggested that
“editors could greatly improve the reporting of clinical
trials by providing authors with a list of items that they
expected to be strictly reported.” Early in the 1990s, two
groups of journal editors, trialists, and methodologists
independently published recommendations on the re-
porting of trials (40, 41). In a subsequent editorial, Ren-
nie (42) urged the two groups to meet and develop a
common set of recommendations; the outcome was the
CONSORT statement (Consolidated Standards of Re-
porting Trials) (43).

The CONSORT statement (or simply CON-
SORT) comprises a checklist of essential items that
should be included in reports of RCTs and a diagram
for documenting the flow of participants through a trial.
It is aimed at first reports of two-group parallel designs.

Most of CONSORT is also relevant to a wider class of
trial designs, such as equivalence, factorial, cluster, and
crossover trials. Modifications to the CONSORT
checklist for reporting trials with these and other designs
are in preparation.

The objective of CONSORT is to facilitate critical
appraisal and interpretation of RCTs by providing guid-
ance to authors about how to improve the reporting of
their trials. Peer reviewers and editors can also use
CONSORT to help them identify reports that are dif-
ficult to interpret and those with potentially biased re-
sults. However, CONSORT was not meant to be used
as a quality assessment instrument. Rather, the content
of CONSORT focuses on items related to the internal
and external validity* of trials. Many items not explicitly
mentioned in CONSORT should also be included in a
report, such as information about approval by an ethics
committee, obtaining of informed consent from partic-
ipants, existence of a data safety and monitoring com-
mittee, and sources of funding. In addition, other as-
pects of a trial should be properly reported, such as
information pertinent to cost-effectiveness analysis (44–
46) and quality-of-life assessments (47).

THE REVISED CONSORT STATEMENT:
EXPLANATION AND ELABORATION

Since its publication in 1996, CONSORT has been
supported by an increasing number of journals (48–51)
and several editorial groups, including the International
Committee of Medical Journal Editors (the Vancouver
Group) (52). Evidence is accumulating that the intro-
duction of CONSORT has improved the quality of re-
ports of RCTs (53, 54). However, CONSORT is an
ongoing initiative, and the statement is revised periodi-
cally (3). The 1996 version of the statement (43) re-
ceived much comment and some criticism. For example,
Meinert (55) pointed out that the terminology used
lacked clarity and that the information presented in the
flow diagram was incomplete. Work on a revised state-
ment started in 1999; the revised checklist is shown
in Table 2 and the revised flow diagram in Figure 1
(56–58).

During revision, it became clear that explanation
and elaboration of the principles underlying the CON-
SORT statement would help investigators and others to
write or appraise trial reports. In this article, we discuss
the rationale and scientific background for each item

Table 1. Treatment Allocation. What’s So Special about
Randomization?

The method used to assign treatments or other interventions to trial
participants is a crucial aspect of clinical trial design. Random assignment*
is the preferred method; it has been successfully used in trials for more
than 50 years (33). Randomization has three major advantages (34). First,
it eliminates bias in the assignment of treatments. Without randomization,
treatment comparisons may be prejudiced, whether consciously or not, by
selection of participants of a particular kind to receive a particular
treatment. Second, random allocation facilitates blinding* the identity of
treatments to the investigators, participants, and evaluators, possibly by
use of a placebo, which reduces bias after assignment of treatments (35).
Third, random assignment permits the use of probability theory to express
the likelihood that any difference in outcome* between intervention
groups merely reflects chance (36). Preventing selection and confound-
ing* biases is the most important advantage of randomization (37).

Successful randomization in practice depends on two interrelated aspects:
adequate generation of an unpredictable allocation sequence and
concealment of that sequence until assignment occurs (2, 21). A key issue
is whether the schedule is known or predictable by the people involved in
allocating participants to the comparison groups* (38). The treatment
allocation system should thus be set up so that the person enrolling
participants does not know in advance which treatment the next person
will get, a process termed allocation concealment* (2, 21). Proper
allocation concealment shields knowledge of forthcoming assignments,
whereas proper random sequences prevent correct anticipation of future
assignments based on knowledge of past assignments.

Terms marked with an asterisk are defined in the glossary at the end of the text.
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(Table 2) and provide published examples of good re-
porting. (For further examples, see www.consort-state-
ment.org). In these examples, we have removed authors’
references to other publications to avoid confusion;

however, relevant references should always be cited
where needed, such as to support unfamiliar method-
ologic approaches. Where possible, we describe the find-
ings of relevant empirical studies. Many excellent books

Table 2. Checklist of Items To Include When Reporting a Randomized Trial†

Paper Section and Topic Item
Number

Descriptor Reported on
Page Number

Title and abstract 1 How participants were allocated to interventions (e.g., “random allocation,” “randomized,”
or “randomly assigned”).

Introduction
Background 2 Scientific background and explanation of rationale.

Methods
Participants 3 Eligibility criteria for participants and the settings and locations where the data were

collected.
Interventions 4 Precise details of the interventions intended for each group and how and when they were

actually administered.
Objectives 5 Specific objectives and hypotheses.
Outcomes 6 Clearly defined primary and secondary outcome measures and, when applicable, any

methods used to enhance the quality of measurements (e.g., multiple observations,
training of assessors).

Sample size 7 How sample size was determined and, when applicable, explanation of any interim analyses
and stopping rules.

Randomization
Sequence generation 8 Method used to generate the random allocation sequence, including details of any

restriction (e.g., blocking, stratification).
Allocation concealment 9 Method used to implement the random allocation sequence (e.g., numbered containers or

central telephone), clarifying whether the sequence was concealed until interventions
were assigned.

Implementation 10 Who generated the allocation sequence, who enrolled participants, and who assigned
participants to their groups.

Blinding (masking) 11 Whether or not participants, those administering the interventions, and those assessing the
outcomes were blinded to group assignment. If done, how the success of blinding was
evaluated.

Statistical methods 12 Statistical methods used to compare groups for primary outcome(s); methods for additional
analyses, such as subgroup analyses and adjusted analyses.

Results
Participant flow 13 Flow of participants through each stage (a diagram is strongly recommended). Specifically,

for each group report the numbers of participants randomly assigned, receiving intended
treatment, completing the study protocol, and analyzed for the primary outcome.
Describe protocol deviations from study as planned, together with reasons.

Recruitment 14 Dates defining the periods of recruitment and follow-up.
Baseline data 15 Baseline demographic and clinical characteristics of each group.
Numbers analyzed 16 Number of participants (denominator) in each group included in each analysis and whether

the analysis was by “intention to treat.” State the results in absolute numbers when
feasible (e.g., 10 of 20, not 50%).

Outcomes and estimation 17 For each primary and secondary outcome, a summary of results for each group and the
estimated effect size and its precision (e.g., 95% confidence interval).

Ancillary analyses 18 Address multiplicity by reporting any other analyses performed, including subgroup analyses
and adjusted analyses, indicating those prespecified and those exploratory.

Adverse events 19 All important adverse events or side effects in each intervention group.

Discussion
Interpretation 20 Interpretation of the results, taking into account study hypotheses, sources of potential bias

or imprecision, and the dangers associated with multiplicity of analyses and outcomes.
Generalizability 21 Generalizability (external validity) of the trial findings.
Overall evidence 22 General interpretation of the results in the context of current evidence.

† From references 56–58.
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on clinical trials offer fuller discussion of methodologic
issues (59–61).

For convenience, we sometimes refer to “treat-
ments” and “patients,” although we recognize that not
all interventions evaluated in RCTs are technically treat-
ments and the participants in trials are not always patients.

CHECKLIST ITEMS

Title and Abstract

Item 1. How participants were allocated to inter-
ventions (e.g., “random allocation,” “randomized,” or
“randomly assigned”).

Examples

Title: “Smoking reduction with oral nicotine inhal-
ers: double blind, randomised clinical trial of efficacy
and safety” (62).

Abstract: “Design: Randomized, double-blind, pla-
cebo-controlled trial” (63).

Explanation
The ability to identify a relevant report in an elec-

tronic database depends to a large extent on how it was
indexed. Indexers for the National Library of Medicine’s
MEDLINE database may not classify a report as an
RCT if the authors do not explicitly report this infor-
mation. To help ensure that a study is appropriately
indexed as an RCT, authors should state explicitly in the
abstract of their report that the participants were ran-
domly assigned to the comparison groups. Possible
wordings include “participants were randomly assigned
to . . . ,” “treatment was randomized,” or “participants
were assigned to interventions by using random alloca-
tion.” We also strongly encourage the use of the word
“randomized” in the title of the report to permit instant
identification.

In the mid-1990s, electronic searching of MED-
LINE yielded only about half of all RCTs relevant to a
topic (64). This deficiency has been remedied in part by
the work of the Cochrane Collaboration, which by 1999
had identified almost 100 000 RCTs that had not been
indexed as such in MEDLINE. These reports have been
reindexed (65). Adherence to this recommendation
should improve the accuracy of indexing in the future.

We encourage the use of structured abstracts when a
summary of the report is required. Structured abstracts
provide readers with a series of headings pertaining to
the design, conduct, and analysis of a trial; standardized
information appears under each heading (66). Some
studies have found that structured abstracts are of higher
quality than the more traditional descriptive abstracts
(67) and that they allow readers to find information
more easily (68).

Introduction

Item 2. Scientific background and explanation of
rationale.

Figure 1. Revised template of the CONSORT
(Consolidated Standards of Reporting Trials) diagram
showing the flow of participants through each stage of a
randomized trial (56–58).
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Example

The carpal tunnel syndrome is caused by compres-
sion of the median nerve at the wrist and is a common
cause of pain in the arm, particularly in women. Injec-
tion with corticosteroids is one of the many recom-
mended treatments.

One of the techniques for such injection entails
injection just proximal to (not into) the carpal tunnel.
The rationale for this injection site is that there is often
a swelling at the volar side of the forearm, close to the
carpal tunnel, which might contribute to compression
of the median nerve. Moreover, the risk of damaging
the median nerve by injection at this site is lower than
by injection into the narrow carpal tunnel. The ratio-
nale for using lignocaine (lidocaine) together with cor-
ticosteroids is twofold: the injection is painless, and
diminished sensation afterwards shows that the injec-
tion was properly carried out.

We investigated in a double blind randomised trial,
firstly, whether symptoms disappeared after injection
with corticosteroids proximal to the carpal tunnel and,
secondly, how many patients remained free of symp-
toms at follow up after this treatment (69).

Explanation
Typically, the introduction consists of free-flowing

text, without a structured format, in which authors ex-
plain the scientific background or context and the sci-
entific rationale for their trial. The rationale may be
explanatory (for example, to compare the bioavailability
of two formulations of a drug or assess the possible in-
fluence of a drug on renal function) or pragmatic (for
example, to guide practice by comparing the clinical
effects of two alternative treatments). Authors should
report the evidence of the benefits of any active inter-
vention included in a trial. They should also suggest a
plausible explanation for how the intervention under
investigation might work, especially if there is little or
no previous experience with the intervention (70).

The Helsinki Declaration states that biomedical re-
search involving people should be based on a thorough
knowledge of the scientific literature (71). That is, it is
unethical to expose human subjects unnecessarily to the
risks of research. Some clinical trials have been shown to
have been unnecessary because the question they ad-
dressed had been or could have been answered by a
systematic review of the existing literature (72). Thus,
the need for a new trial should be justified in the intro-

duction. Ideally, the introduction should include a ref-
erence to a systematic review of previous similar trials or
a note of the absence of such trials (73).

In the first part of the introduction, authors should
describe the problem that necessitated the work. The
nature, scope, and severity of the problem should pro-
vide the background and a compelling rationale for the
study. This information is often missing from reports.
Authors should then describe briefly the broad approach
taken to studying the problem. It may also be appropri-
ate to include here the objectives* of the trial (item 5).

Methods

Item 3a. Eligibility criteria for participants.

Example

. . . all women requesting an IUCD [intrauterine
contraceptive device] at the Family Welfare Centre, Ken-
yatta National Hospital, who were menstruating regu-
larly and who were between 20 and 44 years of age,
were candidates for inclusion in the study. They were
not admitted to the study if any of the following crite-
ria were present: (1) a history of ectopic pregnancy, (2)
pregnancy within the past 42 days, (3) leiomyomata of
the uterus, (4) active PID [pelvic inflammatory dis-
ease], (5) a cervical or endometrial malignancy, (6) a
known hypersensitivity to tetracyclines, (7) use of any
antibiotics within the past 14 days or long-acting in-
jectable penicillin, (8) an impaired response to infec-
tion, or (9) residence outside the city of Nairobi, insuf-
ficient address for follow-up, or unwillingness to return
for follow-up (74).

Explanation
Every RCT addresses an issue relevant to some pop-

ulation with the condition of interest. Trialists usually
restrict this population by using eligibility criteria* and
by performing the trial in one or a few centers. Typical
selection criteria may relate to age, sex, clinical diagno-
sis, and comorbid conditions; exclusion criteria are often
used to ensure patient safety. Eligibility criteria should
be explicitly defined. If relevant, any known inaccuracy
in patients’ diagnoses should be discussed because it can
affect the power* of the trial (75). The common distinc-
tion between inclusion and exclusion criteria is unnec-
essary (76).

Careful descriptions of the trial participants and the
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setting in which they were studied are needed so that
readers may assess the external validity (generalizability)
of the trial results (item 21). Of particular importance is
the method of recruitment*, such as by referral or self-
selection (for example, through advertisements). Because
they are applied before randomization, eligibility criteria
do not affect the internal validity of a trial, but they do
affect the external validity.

Despite their importance, eligibility criteria are of-
ten not reported adequately. For example, 25% of 364
reports of RCTs in surgery did not specify the eligibility
criteria (77). Eight published trials leading to clinical
alerts by the National Institutes of Health specified an
average of 31 eligibility criteria. Only 63% of the criteria
were mentioned in the journal articles, and only 19%
were mentioned in the clinical alerts (78). The number
of eligibility criteria in cancer trials increased markedly
between the 1970s and 1990s (76).

Item 3b. The settings and locations where the data
were collected.

Example

Volunteers were recruited in London from four
general practices and the ear, nose, and throat out-
patient department of Northwick Park Hospital. The
prescribers were familiar with homoeopathic principles
but were not experienced in homoeopathic immuno-
therapy (79).

Explanation
Settings and locations affect the external validity of

a trial. Health care institutions vary greatly in their or-
ganization, experience, and resources and the baseline
risk for the medical condition under investigation. Cli-
mate and other physical factors, economics, geography,
and the social and cultural milieu can all affect a study’s
external validity.

Authors should report the number and type of set-
tings and care providers involved so that readers can
assess external validity. They should describe the settings
and locations in which the study was carried out, includ-
ing the country, city, and immediate environment (for
example, community, office practice, hospital clinic, or
inpatient unit). In particular, it should be clear whether
the trial was carried out in one or several centers (“mul-
ticenter trials”). This description should provide enough
information that readers can judge whether the results of

the trial are relevant to their own setting. Authors
should also report any other information about the set-
tings and locations that could influence the observed
results, such as problems with transportation that might
have affected patient participation.

Item 4. Precise details of the interventions intended
for each group and how and when they were actually
administered.

Example

Patients with psoriatic arthritis were randomised to
receive either placebo or etanercept (Enbrel) at a dose
of 25 mg twice weekly by subcutaneous administration
for 12 weeks . . . Etanercept was supplied as a sterile,
lyophilised powder in vials containing 25 mg etaner-
cept, 40 mg mannitol, 10 mg sucrose, and 1–2 mg
tromethamine per vial. Placebo was identically supplied
and formulated except that it contained no etanercept.
Each vial was reconstituted with 1 mL bacteriostatic
water for injection (80).

Explanation
Authors should describe each intervention thor-

oughly, including control interventions. The character-
istics of a placebo and the way in which it was disguised
should also be reported. It is especially important to
describe thoroughly the “usual care” given to a control
group or an intervention that is in fact a combination of
interventions.

In some cases, description of who administered
treatments is critical because it may form part of the
intervention. For example, with surgical interventions, it
may be necessary to describe the number, training, and
experience of surgeons in addition to the surgical proce-
dure itself (81).

When relevant, authors should report details of
the timing and duration of interventions, especially if
multiple-component interventions were given.

Item 5. Specific objectives and hypotheses.

Example

In the current study we tested the hypothesis that a
policy of active management of nulliparous labour
would: 1. reduce the rate of caesarean section, 2. reduce
the rate of prolonged labour; 3. not influence maternal
satisfaction with the birth experience (82).
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Explanation
Objectives are the questions that the trial was de-

signed to answer. They often relate to the efficacy of a
particular therapeutic or preventive intervention. Hy-
potheses* are prespecified questions being tested to help
meet the objectives.

Hypotheses are more specific than objectives and are
amenable to explicit statistical evaluation. In practice,
objectives and hypotheses are not always easily differen-
tiated, as in the example above.

Some evidence suggests that the majority of reports
of RCTs provide adequate information about trial ob-
jectives and hypotheses (24).

Item 6a. Clearly defined primary and secondary out-
come measures.

Example

The primary endpoint with respect to efficacy in
psoriasis was the proportion of patients achieving a
75% improvement in psoriasis activity from baseline to
12 weeks as measured by the PASI [psoriasis area and
severity index]. Additional analyses were done on the
percentage change in PASI scores and improvement in
target psoriasis lesions (80).

Explanation
All RCTs assess response variables, or outcomes, for

which the groups are compared. Most trials have several
outcomes, some of which are of more interest than oth-
ers. The primary outcome measure is the prespecified out-
come of greatest importance and is usually the one used
in the sample size calculation (item 7). Some trials may
have more than one primary outcome. Having more
than one or two outcomes, however, incurs the prob-
lems of interpretation associated with multiplicity* of
analyses (see items 18 and 20) and is not recommended.
Primary outcomes should be explicitly indicated as such
in the report of an RCT. Other outcomes of interest
are secondary outcomes. There may be several secondary
outcomes, which often include unanticipated or un-
intended effects of the intervention (item 19).

All outcome measures, whether primary or second-
ary, should be identified and completely defined. When
outcomes are assessed at several time points after ran-
domization, authors should indicate the prespecified
time point of primary interest. It is sometimes helpful to
specify who assessed outcomes (for example, if special

skills are required to do so) and how many assessors
there were.

Many diseases have a plethora of possible outcomes
that can be measured by using different scales or instru-
ments. Where available and appropriate, previously de-
veloped and validated scales or consensus guidelines
should be used (83, 84), both to enhance quality of
measurement and to assist in comparison with similar
studies. For example, assessment of quality of life is
likely to be improved by using a validated instrument
(85). Authors should indicate the provenance and prop-
erties of scales.

More than 70 outcomes were used in 196 RCTs of
nonsteroidal anti-inflammatory drugs for rheumatoid
arthritis (28), and 640 different instruments had been
used in 2000 trials in schizophrenia, of which 369 had
been used only once (33). Investigation of 149 of those
2000 trials showed that unpublished scales were a source
of bias. In nonpharmacologic trials, one third of the
claims of treatment superiority based on unpublished
scales would not have been made if a published scale had
been used (86). Similar evidence has been reported else-
where (87, 88).

Item 6b. When applicable, any methods used to
enhance the quality of measurements (e.g., multiple
observations, training of assessors).

Examples

The clinical end point committee . . . evaluated all
clinical events in a blinded fashion and end points were
determined by unanimous decision (89).

Blood pressure (diastolic phase 5) while the patient
was sitting and had rested for at least five minutes was
measured by a trained nurse with a Copal UA-251 or a
Takeda UA-751 electronic auscultatory blood pressure
reading machine (Andrew Stephens, Brighouse, West
Yorkshire) or with a Hawksley random zero sphygmo-
manometer (Hawksley, Lancing, Sussex) in patients
with atrial fibrillation. The first reading was discarded
and the mean of the next three consecutive readings
with a coefficient of variation below 15% was used in
the study, with additional readings if required (90).

Explanation
Authors should give full details of how the primary

and secondary outcomes were measured and whether
any particular steps were taken to increase the reliability
of the measurements.
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Some outcomes are easier to measure than others.
Death (from any cause) is usually easy to assess, whereas
blood pressure, depression, or quality of life are more
difficult. Some strategies can be used to improve the
quality of measurements. For example, assessment of
blood pressure is more reliable if more than one reading
is obtained, and digit preference can be avoided by using
a random-zero sphygmomanometer. Assessments are
more likely to be free of bias if the participant and as-
sessor are blinded to group assignment (item 11a). If a
trial requires taking unfamiliar measurements, formal,
standardized training of the people who will be taking
the measurements can be beneficial.

Item 7a. How sample size was determined.

Examples

We believed that . . . the incidence of symptomatic
deep venous thrombosis or pulmonary embolism or
death would be 4% in the placebo group and 1.5% in
the ardeparin sodium group. Based on 0.9 power to
detect a significant difference (P 5 0.05, two-sided),
976 patients were required for each study group. To
compensate for nonevaluable patients, we planned to
enroll 1000 patients per group (91).

To have an 85% chance of detecting as significant
(at the two sided 5% level) a five point difference be-
tween the two groups in the mean SF-36 [Short Form-
36] general health perception scores, with an assumed
standard deviation of 20 and a loss to follow up of
20%, 360 women (720 in total) in each group were
required (92).

Explanation
For scientific and ethical reasons, the sample size for

a trial needs to be planned carefully, with a balance
between clinical and statistical considerations. Ideally, a
study should be large enough to have a high probability
(power) of detecting as statistically significant a clinically
important difference of a given size if such a difference
exists. The size of effect deemed important is inversely
related to the sample size necessary to detect it; that is,
large samples are necessary to detect small differences.
Elements of the sample size calculation are 1) the esti-
mated outcomes in each group (which implies the clin-
ically important target difference between the interven-
tion groups); 2) the a (type I) error level; 3) the
statistical power (or the b [type II] error level); and 4)

for continuous outcomes, the standard deviation of the
measurements (93).

Authors should indicate how the sample size was
determined. If a formal power calculation was used, the
authors should identify the primary outcome on which
the calculation was based (item 6a), all the quantities
used in the calculation, and the resulting target sample
size per comparison group. It is preferable to quote the
postulated results of each group rather than the expected
difference between the groups. Details should be given
of any allowance made for attrition during the study.

In some trials, interim analyses are used to help
decide whether to continue recruiting (item 7b). If the
actual sample size differed from that originally intended
for some other reason (for example, because of poor
recruitment or revision of the target sample size), the
explanation should be given.

Reports of studies with small samples frequently in-
clude the erroneous conclusion that the intervention
groups do not differ, when too few patients were studied
to make such a claim (94). Reviews of published trials
have consistently found that a high proportion of trials
have very low power to detect clinically meaningful
treatment effects (17, 95). In reality, small but clinically
valuable true differences are likely, which require large
trials to detect (96). The median sample size was 54
patients in 196 trials in arthritis (28), 46 patients in 73
trials in dermatology (8), and 65 patients in 2000 trials
in schizophrenia (39). Many reviews have found that
few authors report how they determined the sample size
(8, 14, 25, 39).

There is little merit in calculating the statistical
power once the results of the trial are known; the power
is then appropriately indicated by confidence intervals*
(item 17) (97).

Item 7b. When applicable, explanation of any in-
terim analyses and stopping rules.

Examples

The results of the study . . . were reviewed every six
months to enable the study to be stopped early if, as
indeed occurred, a clear result emerged (98).

Two interim analyses were performed during the
trial. The levels of significance maintained an overall P
value of 0.05 and were calculated according to the
O’Brien–Fleming stopping boundaries. This final analy-
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sis used a Z score of 1.985 with an associated P value of
0.0471 (99).

Explanation
Many trials recruit participants over a long period.

If an intervention is working particularly well or badly,
the study may need to be ended early for ethical reasons.
This concern can be addressed by examining results as
the data accumulate. However, performing multiple sta-
tistical examinations of accumulating data without ap-
propriate correction can lead to erroneous results and
interpretations (100). If the accumulating data from a
trial are examined at five interim analyses*, the overall
false-positive rate is nearer to 19% than to the nom-
inal 5%.

Several group sequential statistical methods are
available to adjust for multiple analyses (101–103); their
use should be prespecified in the trial protocol. With
these methods, data are compared at each interim analy-
sis, and a very small P value indicates statistical signifi-
cance. Some trialists use these P values as an aid to
decision making (104), whereas others treat them as a
formal stopping rule* (with the intention that the trial
will cease if the observed P value is smaller than the
critical value).

Authors should report whether they took multiple
“looks” at the data and, if so, how many there were, the
statistical methods used (including any formal stopping
rule), and whether they were planned before the initia-
tion of the trial or some time thereafter. This information is
frequently not included in published trial reports (14).

Item 8a. Method used to generate the random allo-
cation sequence.

Example

Independent pharmacists dispensed either active or
placebo inhalers according to a computer generated
randomization list (62).

Explanation
Ideally, participants should be assigned to compari-

son groups in the trial on the basis of a chance (random)
process characterized by unpredictability (Table 1). Au-
thors should provide sufficient information that the
reader can assess the methods used to generate the ran-
dom allocation sequence* and the likelihood of bias in
group assignment.

Many methods of sequence generation are adequate.
However, readers cannot judge adequacy from such
terms as “random allocation,” “randomization,” or “ran-
dom” without further elaboration. Authors should spec-
ify the method of sequence generation, such as a
random-number table or a computerized random-
number generator. The sequence may be generated by
the process of minimization,* a method of restricted
randomization* (item 8b) (Table 3).

In some trials, participants are intentionally allo-
cated in unequal numbers to each intervention: for ex-
ample, to gain more experience with a new procedure or
to limit costs of the trial. In such cases, authors should
report the randomization ratio (for example, 2:1).

The term random has a precise technical meaning.
With random allocation, each participant has a known
probability of receiving each treatment before one is
assigned, but the actual treatment is determined by a
chance process and cannot be predicted. However, “ran-
dom” is often used inappropriately in the literature to
describe trials in which nonrandom, “deterministic*” al-
location methods, such as alternation, hospital numbers,
or date of birth, were used. When investigators use such
a method, they should describe it exactly and should not
use the term “random” or any variation of it. Even the
term “quasi-random” is questionable for such trials. Em-
pirical evidence (2–5) indicates that such trials give bi-
ased results. Bias presumably arises from the inability to
conceal these allocation systems adequately (see item 9).

Only 32% of reports published in specialty journals
(21) and 48% of reports published in general medical
journals (25) specified an adequate method for generat-
ing random numbers. In almost all of these cases,
researchers used a random-number generator on a com-
puter or a random-number table. A review of one der-
matology journal over 22 years found that adequate
generation was reported in only 1 of 68 trials (8).

Item 8b. Details of any restriction [of randomiza-
tion] (e.g., blocking, stratification).

Example

Women had an equal probability of assignment to
the groups. The randomization code was developed us-
ing a computer random number generator to select ran-
dom permuted blocks. The block lengths were 4, 8,
and 10 varied randomly . . . (74)
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Explanation
In large trials, simple randomization* can be trusted

to generate similar numbers in the two trial groups and
to generate groups that are roughly comparable in terms
of known (and unknown) prognostic variables*. Re-
stricted randomization* describes procedures used to
control the randomization to achieve balance between
groups in size or characteristics (Table 3).

It is helpful to indicate whether no restriction was
used, such as by stating that “simple randomization” was
done. Otherwise, the methods used to restrict the ran-
domization, along with the method used for random
selection (item 8a), should be specified. For block ran-

domization, authors should provide details on how the
blocks were generated (for example, by using a per-
muted block design*), the block size or sizes, and
whether the block size was randomly varied. Authors
should specify whether stratification was used, and if so,
which factors were involved and the methods used for
blocking. Although stratification is a useful technique,
especially for smaller trials, it is complicated to imple-
ment if many stratifying factors are used. If minimiza-
tion (Table 3) was used, it should be explicitly identi-
fied, as should the variables incorporated into the
scheme. Use of a random element should be indicated.

Stratification has been shown to increase the power
of small randomized trials by up to 12%, especially in
the presence of a large intervention effect or strong prog-
nostic stratifying variables (109). Minimization does not
provide the same advantage (110).

Only 9% of 206 reports of trials in specialty jour-
nals (21) and 39% of 80 trials in general medical jour-
nals reported use of stratification (25). In each case, only
about half of the reports mentioned the use of restricted
randomization. Those studies and that of Adetugbo and
Williams (8) found that the sizes of the treatment
groups in many trials were very often the same or quite
similar, yet blocking or stratification had not been men-
tioned. One possible cause of this close balance in num-
bers is underreporting of the use of restricted random-
ization.

Item 9. Method used to implement the random al-
location sequence (e.g., numbered containers or central
telephone), clarifying whether the sequence was con-
cealed until interventions were assigned.

Example

Women were assigned on an individual basis to
both vitamins C and E or to both placebo treatments.
They remained on the same allocation throughout the
pregnancy if they continued in the study. A computer-
generated randomisation list was drawn up by the stat-
istician . . . and given to the pharmacy departments.
The researchers responsible for seeing the pregnant
women allocated the next available number on entry
into the trial (in the ultrasound department or antena-
tal clinic), and each woman collected her tablets direct
from the pharmacy department. The code was revealed
to the researchers once recruitment, data collection,
and laboratory analyses were complete (111).

Table 3. Item 8b: Restricted Randomization

Randomization based on a single sequence of random assignments (as
described in item 8a) is known as simple randomization. Restricted
randomization describes any procedure to control the randomization to
achieve balance between groups in size or characteristics. Blocking is used
to ensure that comparison groups will be of approximately the same size;
stratification is used to ensure good balance of participant characteristics
in each group.

Blocking
Blocking can be used to ensure close balance of the numbers in each group

at any time during the trial. After a block of every 10 participants was
assigned, for example, 5 would be allocated to each arm of the trial
(105). Improved balance comes at the cost of reducing the
unpredictability of the sequence. Although the order of interventions
varies randomly within each block, a person running the trial could
deduce some of the next treatment allocations if they discovered the
block size (106). Blinding the interventions, using larger block sizes, and
randomly varying the block size can ameliorate this problem.

Stratification
By chance, particularly in small trials, study groups may not be well matched

for baseline characteristics*, such as age and stage of disease. This
weakens the trial’s credibility (107). Such imbalances can be avoided
without sacrificing the advantages of randomization. Stratification ensures
that the numbers of participants receiving each intervention are closely
balanced within each stratum. Stratified randomization* is achieved by
performing a separate randomization procedure within each of two or
more subsets of participants (for example, those defining age, smoking,
or disease severity). Stratification by center is common in multicenter
trials. Stratification requires blocking within strata; without blocking, it is
ineffective.

Minimization
Minimization ensures balance between intervention groups for several

patient factors (32, 59). Randomization lists are not set up in advance.
The first patient is truly randomly allocated; for each subsequent patient,
the treatment allocation is identified, which minimizes the imbalance
between groups at that time. That allocation may then be used, or a
choice may be made at random with a heavy weighting in favor of the
intervention that would minimize imbalance (for example, with a
probability of 0.8). The use of a random component is generally
preferable. Minimization has the advantage of making small groups
closely similar in terms of participant characteristics at all stages of the
trial.

Minimization offers the only acceptable alternative to randomization, and
some have argued that it is superior (108). Trials that use minimization
are considered methodologically equivalent to randomized trials, even
when a random element is not incorporated.

Terms marked with an asterisk are defined in the glossary at the end of the text.
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Explanation
Item 8 discussed generation of an unpredictable se-

quence of assignments. Of considerable importance is
how this sequence is applied when participants are en-
rolled into the trial. A generated allocation schedule
should ideally should be implemented by using alloca-
tion concealment (21), a critical process that prevents
foreknowledge of treatment assignment and thus shields
those who enroll participants from being influenced by
this knowledge. The decision to accept or reject a par-
ticipant should be made, and informed consent should
be obtained from the participant, in ignorance of the
next assignment in the sequence (112).

Allocation concealment should not be confused
with blinding (item 11). Allocation concealment seeks
to prevent selection bias, protects the assignment se-
quence before and until allocation, and can always be
successfully implemented (2). In contrast, blinding seeks
to prevent performance* and ascertainment bias*, pro-
tects the sequence after allocation, and cannot always be
implemented (21). Without adequate allocation con-
cealment, however, even random, unpredictable assign-
ment sequences can be subverted (2, 113).

Decentralized or “third-party” assignment is espe-
cially desirable. Many good approaches to allocation
concealment incorporate external involvement. Use of a
pharmacy or central telephone randomization system are
two common techniques. Automated assignment sys-
tems are likely to become more common (114). When
external involvement is not feasible, an excellent method
of allocation concealment is the use of numbered con-
tainers. The interventions (often medicines) are sealed in
sequentially numbered identical containers according to
the allocation sequence. Enclosing assignments in se-
quentially numbered, opaque, sealed envelopes can be a
good allocation concealment mechanism if it is devel-
oped and monitored diligently. This method can be cor-
rupted, particularly if it is poorly executed. Investigators
should ensure that the envelopes are opened sequentially
and only after the participant’s name and other details
are written on the appropriate envelope (106).

Recent studies provide empirical evidence of bias
leaking into trials. Investigators assessed the quality of
reporting of randomization in 250 controlled trials ex-
tracted from 33 meta-analyses of topics in pregnancy
and childbirth, and then analyzed the associations be-
tween those assessments and the estimated effects of the

intervention (2). Trials in which the allocation sequence
had been inadequately or unclearly concealed yielded
larger estimates of treatment effects (odds ratios were
exaggerated, on average, by 30% to 40%) than did trials
in which authors reported adequate allocation conceal-
ment. Three other studies (3–5) had similar results.
These findings provide strong empirical evidence that
inadequate allocation concealment contributes to bias in
estimating treatment effects.

Despite the importance of the mechanism of alloca-
tion, published reports frequently omit such details. The
mechanism used to allocate interventions was omitted in
reports of 89% of trials in rheumatoid arthritis (28),
48% of trials in obstetrics and gynecology journals (21),
and 44% of trials in general medical journals (25). Only
5 of 73 reports of RCTs published in one dermatology
journal between 1976 and 1997 reported the method
used to allocate treatments (8).

Item 10. Who generated the allocation sequence,
who enrolled participants, and who assigned partici-
pants to their groups.

Example

Determination of whether a patient would be
treated by streptomycin and bed-rest (S case) or by
bed-rest alone (C case) was made by reference to a
statistical series based on random sampling numbers
drawn up for each sex at each centre by Professor Brad-
ford Hill; the details of the series were unknown to any
of the investigators or to the co-ordinator and were
contained in a set of sealed envelopes, each bearing on
the outside only the name of the hospital and a num-
ber. After acceptance of a patient by the panel, and
before admission to the streptomycin centre, the appro-
priate numbered envelope was opened at the central
office; the card inside told if the patient was to be an S
or a C case, and this information was then given to the
medical officer of the centre (33).

Explanation
As noted in item 9, concealment of the allocated

intervention at the time of enrollment is especially im-
portant. Thus, in addition to knowing the methods
used, it is also important to understand how the random
sequence was implemented: specifically, who generated
the allocation sequence, who enrolled participants, and
who assigned participants to trial groups.

The process of enrolling participants into a trial has
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two very different aspects: generation and implementa-
tion (Table 4). Although the same persons may carry
out more than one process under each heading, investi-
gators should strive for complete separation of the peo-
ple involved in the generation and implementation of
assignments.

Whatever the methodologic quality of the random-
ization process, failure to separate creation of the alloca-
tion sequence from assignment to study group may in-
troduce bias. For example, the person who generated an
allocation sequence could retain a copy and consult it
when interviewing potential participants for a trial.
Thus, that person could bias the enrollment* or assign-
ment process, regardless of the unpredictability of the
assignment sequence. Nevertheless, the same person
may sometimes have to prepare the scheme and also be
involved in group assignment. Investigators must then
ensure that the assignment schedule is unpredictable and
locked away from even the person who generated it. The
report of the trial should specify where the investigators
stored the allocation list.

Item 11a. Whether or not participants, those ad-
ministering the interventions, and those assessing the
outcomes were blinded to group assignment.

Example

All study personnel and participants were blinded
to treatment assignment for the duration of the study.
Only the study statisticians and the data monitoring
committee saw unblinded data, but none had any con-
tact with study participants (115).

Explanation
In controlled trials, the term blinding* refers to

keeping study participants, health care providers, and
sometimes those collecting and analyzing clinical data
unaware of the assigned intervention, so that they will
not be influenced by that knowledge. Blinding is impor-
tant to prevent bias at several stages of a controlled trial,
although its relevance varies according to circumstances.

Blinding of patients is important because knowledge
of group assignment may influence responses to treat-
ment. Patients who know that they have been assigned
to receive the new treatment may have favorable expec-
tations or increased anxiety. Patients assigned to stan-
dard treatment may feel discriminated against or re-
assured. Use of placebo controls coupled with blinding
of patients is intended to prevent bias resulting from
nonspecific effects associated with receiving the inter-
vention (placebo effects).

Blinding of patients and health care providers pre-
vents performance bias. This type of bias can occur if
additional therapeutic interventions (sometimes called
“co-interventions”) are provided or sought preferentially
by trial participants in one of the comparison groups.
The decision to withdraw a participant from a study or
to adjust the dose of medication could easily be influ-
enced by knowledge of the participant’s group assign-
ment.

Blinding of patients, health care providers, and
other persons (for example, radiologists) involved in
evaluating outcomes minimizes the risk for detection
bias, also called observer, ascertainment, or assessment
bias. This type of bias occurs if knowledge of a patient’s
assignment influences the process of outcome assess-
ment. For example, in a placebo-controlled multiple
sclerosis trial, assessments by unblinded, but not blinded,
neurologists showed an apparent benefit of the interven-
tion (116).

Finally, blinding of the data analyst can also prevent
bias. Knowledge of the interventions received may influ-
ence the choice of analytical strategies and methods
(117).

Trials without any blinding are known as “open*”
or, if they are pharmaceutical trials, “open-label.” This
design is common in early investigations of a drug
(phase II trials).

Unlike allocation concealment (item 10), blinding
may not always be appropriate or possible. An example

Table 4. Generation and Implementation of a Random
Sequence of Treatments

Generation Implementation

Preparation of the random
sequence

Enrolling participants
Assessing eligibility
Discussing the trial
Obtaining informed consent
Enrolling patient in trial

Preparation of an allocation
system (such as coded bottles
or envelopes), preferably
designed to be concealed from
the person assigning
participants to groups

Ascertaining treatment assignment
(such as by opening the next
envelope)

Administering intervention
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is a trial comparing levels of pain associated with sam-
pling blood from the ear or thumb (118). Blinding is
particularly important when outcome measures involve
some subjectivity, such as assessment of pain or cause of
death. It is less important for objective criteria, such as
death from any cause, when there is little scope for as-
certainment bias. Even then, however, lack of blinding
in any trial can lead to other problems, such as attrition
(Schulz KF, Chalmers I, Altman DG. The landscape
and lexicon of blinding. Submitted for publication). In
certain trials, especially surgical trials, double-blinding is
difficult or impossible. However, blinded assessment of
outcome can often be achieved even in open trials. For
example, lesions can be photographed before and after
treatment and be assessed by someone not involved in
performance of the trial (119). Some treatments have
unintended effects that are so specific that their occur-
rence will inevitably identify the treatment received to
both the patient and the medical staff. Blinded assess-
ment of outcome is especially useful when such revela-
tion is a risk.

Many trials are described as “double blind.” Al-
though this term implies that neither the caregiver nor
the patient knows which treatment was received, it is
ambiguous with regard to blinding of other persons,
including those assessing patient outcome (120). Au-
thors should state who was blinded (for example, par-
ticipants, care providers, evaluators, monitors, or data
analysts), the mechanism of blinding (for example, cap-
sules or tablets), and the similarity of characteristics of
treatments (for example, appearance, taste, and method
of administration) (40, 121). They should also explain
why any participants, care providers, or evaluators were
not blinded.

Authors frequently do not report whether or not
blinding was used (16), and when blinding is specified,
details are often missing. For example, reports of 51% of
506 trials in cystic fibrosis (122), 33% of 196 trials in
rheumatoid arthritis (28), and 38% of 68 trials in der-
matology (8) did not state whether blinding was used.
Of 31 “double-blind” trials in obstetrics and gynecol-
ogy, only 14 (45%) of the reports indicated the similar-
ity of the treatment and control regimens. Moreover,
only 5 (16%) stated explicitly that blinding had been
successful (121).

The term masking is sometimes used in preference
to blinding to avoid confusion with the medical condi-

tion of being without sight. However, “blinding” in its
methodologic sense appears to be understood worldwide
and is acceptable for reporting clinical trials (119, 123).

Item 11b. If done, how the success of blinding was
evaluated.

Example

To evaluate patient blinding, the questionnaire
asked patients to indicate which treatment they be-
lieved they had received (acupuncture, placebo, or
don’t know) at 3 points in time . . . If patients an-
swered either acupuncture or placebo, they were asked
to indicate what led to that belief . . . (124).

Explanation
Just as we seek evidence of concealment to assure us

that assignment was truly random, we may seek evi-
dence that blinding was successful. Although description
of the mechanism used for blinding may provide such
assurance, the success of blinding can sometimes be eval-
uated directly by asking participants, caregivers, or out-
come assessors which treatment they think they re-
ceived.

Prasad and colleagues (63) reported a placebo-con-
trolled trial of zinc lozenges for reducing the duration of
symptoms of the common cold. They carried out a sep-
arate study in healthy volunteers to check the compara-
bility of taste of zinc or placebo lozenges. They also
asked participants in the main trial to try to identify
which treatment they were receiving. They reported that
at the end of the trial, 56% of the zinc recipients and
26% of the placebo recipients correctly identified their
group assignment (P 5 0.09).

In principle, if blinding was successful, the ability of
participants to accurately guess their group assignment
should be no better than chance. In practice, however, if
participants do successfully identify their assigned inter-
vention more often than expected by chance, it may not
mean that blinding was unsuccessful. Although adverse
effects in particular may offer strong clues as to which
intervention was received, especially in studies of phar-
macologic agents, the clinical outcome may also provide
clues. Thus, clinicians are likely to assume, not always
correctly, that a patient who had a favorable outcome
was more likely to have received the active intervention
rather than control. If the active intervention is indeed
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beneficial, their “guesses” would be likely to be better
than those produced by chance (125).

Authors should report any failure of the blinding
procedure, such as placebo and active preparations that
were not identical in appearance.

Item 12a. Statistical methods used to compare
groups for primary outcome(s).

Example

All data analysis was carried out according to a pre-
established analysis plan. Proportions were compared
by using x2 tests with continuity correction or Fisher’s
exact test when appropriate. Multivariate analyses were
conducted with logistic regression. The durations of
episodes and signs of disease were compared by using
proportional hazards regression. Mean serum retinol
concentrations were compared by t test and analysis of
covariance . . . Two sided significance tests were used
throughout (126).

Explanation
Data can be analyzed in many ways, some of which

may not be strictly appropriate in a particular situation.
It is essential to specify which statistical procedure was
used for each analysis, and further clarification may be
necessary in the results section of the report.

Almost all methods of analysis yield an estimate of
the treatment effect, which is a contrast between the
outcomes in the comparison groups. In addition, au-
thors should present a confidence interval for the esti-
mated effect, which indicates a range of uncertainty for
the true treatment effect. The confidence interval may
also be interpreted as the range of values for the treat-
ment effect that is compatible with the observed data. It
is customary to present a 95% confidence interval,
which gives the range of uncertainty expected to include
the true value in 95 of 100 similar studies.

Study findings can also be assessed in terms of their
statistical significance. The P value represents the prob-
ability that the observed data (or a more extreme result)
could have arisen by chance when the interventions did
not differ. Actual P values (for example, P 5 0.003) are
preferred to imprecise threshold reports (P , 0.05) (46,
127).

Standard methods of analysis assume that the data
are “independent.” For controlled trials, this usually
means that there is one observation per participant.

Treating multiple observations from one participant as
independent data is a serious error; such data are pro-
duced when outcomes can be measured on different
parts of the body, as in dentistry or rheumatology. Data
analysis should be based on counting each participant
once (128, 129) or should be done by using more com-
plex statistical procedures (130). Incorrect analysis of
multiple observations was seen in 123 (63%) of 196
trials in rheumatoid arthritis (28).

Item 12b. Methods for additional analyses, such as
subgroup analyses and adjusted analyses.

Examples

Proportions of patients responding were compared
between treatment groups with the Mantel-Haenszel x2

test, adjusted for the stratification variable, methotrex-
ate use (80).

. . . it was planned to assess the relative benefit of
CHART in an exploratory manner in subgroups: age,
sex, performance status, stage, site, and histology. To
test for differences in the effect of CHART, a chi-
squared test for interaction was performed, or when
appropriate a chi-squared test for trend (131).

Explanation
As is the case for primary analyses, the method of

subgroup analysis* should be clearly specified. The
strongest analyses are those based on looking for evi-
dence of a difference in treatment effect in complemen-
tary subgroups (for example, older and younger partici-
pants), a comparison known as a test of interaction* (132,
133). A common but inferior approach is to compare P
values for separate analyses of the treatment effect in
each group. It is incorrect to infer a subgroup effect
(interaction) from one significant and one nonsignifi-
cant P value (134). Such inferences have a high false-
positive rate.

Because of the high risk for spurious findings, sub-
group analyses are often discouraged (14, 135). Post hoc
subgroup comparisons (analyses done after looking at
the data) are especially likely not to be confirmed by
further studies. Such analyses do not have great credibility.

In some studies, imbalances in participant charac-
teristics (prognostic variables) are adjusted* for by using
some form of multiple regression analysis. Although the
need for adjustment is much less in RCTs than in epi-
demiologic studies, an adjusted analysis may be sensible,
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especially if one or more prognostic variables seem im-
portant (136). Ideally, adjusted analyses should be spec-
ified in the study protocol. For example, adjustment is
often recommended for any stratification variables (item
8b). In RCTs, the decision to adjust should not be de-
termined by whether baseline differences are statistically
significant (133, 137) (item 16). The rationale for any
adjusted analyses and the statistical methods used should
be specified.

Authors should clarify the choice of variables that
were adjusted for, indicate how continuous variables
were handled, and specify whether the analysis was
planned* or suggested by the data (Müllner M, Mat-
thews H, Altman DG. Reporting on statistical methods
to adjust for confounding: a cross sectional survey. Sub-
mitted for publication). Reviews of published studies
show that reporting of adjusted analyses is inadequate
with regard to all of these aspects (138–140).

Results

Item 13a. Flow of participants through each stage (a
diagram is strongly recommended). Specifically, for each
group report the numbers of participants randomly as-
signed, receiving intended treatment, completing the
study protocol, and analyzed for the primary outcome.

Examples

See Figures 2, 3, and 4.

Explanation
The design and execution of some RCTs is straight-

forward, and the flow of participants through each phase
of the study can be described adequately in a few sen-
tences. In more complex studies, it may be difficult for
readers to discern whether and why some participants
did not receive the treatment as allocated, were lost to
follow-up*, or were excluded from the analysis (54).
This information is crucial for several reasons. Partici-
pants who were excluded after allocation are unlikely to
be representative of all participants in the study. For
example, patients may not be available for follow-up
evaluation because they experienced an acute exacerba-
tion of their illness or severe side effects* of treatment
(32, 141).

Attrition as a result of loss to follow up, which is
often unavoidable, needs to be distinguished from inves-

tigator-determined exclusion for such reasons as ineligi-
bility, withdrawal from treatment, and poor adherence
to the trial protocol. Erroneous conclusions can be
reached if participants are excluded from analysis, and
imbalances in such omissions between groups may be
especially indicative of bias (141–143). Information
about whether the investigators included in the analysis
all participants who underwent randomization, in the
groups to which they were originally allocated (inten-
tion-to-treat analysis [item 16]), is therefore of particular
importance. Knowing the number of participants who
did not receive the intervention as allocated or did not
complete treatment permits the reader to assess to what
extent the estimated efficacy of therapy might be under-
estimated in comparison with ideal circumstances. If
available, the number of persons assessed for eligibility
should also be reported. Although this number is rele-
vant to external validity only and is arguably less impor-
tant than the other counts (55), it is a useful indicator of
whether trial participants were likely to be representative
of all eligible participants.

A recent review of RCTs published in five leading
general and internal medicine journals in 1998 found
that reporting of the flow of participants was often in-
complete, particularly with regard to the number of par-
ticipants receiving the allocated intervention and the
number lost to follow-up (54). Even information as ba-
sic as the number of participants who underwent ran-
domization and the number excluded from analyses was
not available in up to 20% of articles (54). Reporting
was considerably more thorough in articles that included
a diagram of the flow of participants through a trial, as
recommended by CONSORT. This study informed the
design of the revised flow diagram in the revised CON-
SORT statement (56–58). The suggested template is
shown in Figure 1, and the counts required are de-
scribed in detail in Table 5.

Some information, such as the number of persons
assessed for eligibility, may not always be known (14),
and depending on the nature of a trial, some counts may
be more relevant than others. It will therefore often be
useful or necessary to adapt the structure of the flow
diagram to a particular trial. For example, a multicenter
trial compared implantation of heparin-coated stents
with standard percutaneous transluminal angioplasty in
patients scheduled to undergo coronary angioplasty
(144). The nature of the intervention meant that a rel-
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atively large number of patients did not receive the al-
located intervention. In the flow diagram (Figure 2), the
box describing treatment allocation had to be expanded
to reflect this.

In some situations, other information may usefully
be added. For example, the flow diagram of a trial of
chiropractic manipulation of the cervical spine in the
treatment of episodic tension-type headache (145)
showed the number of patients actively followed up at
different times during the study (Figure 3). The main
results, such as the number of events for the primary
outcome, may sometimes be added to the flow diagram.
For example, the flow diagram of a trial of the topo-
isomerase I inhibitor irinotecan in patients with meta-
static colorectal cancer in whom fluorouracil chemother-
apy had failed (146) included the number of deaths
(Figure 4).

These examples illustrate that the exact form and
content of the flow diagram may be varied according to
specific features of a trial. For example, many trials of
surgery or vaccination do not include the possibility of
discontinuation. Although CONSORT strongly recom-
mends using this graphical device to communicate par-
ticipant flow throughout the study, there is no specific,
prescribed format. Inclusion of a diagram may be un-
necessary for simple trials without losses to follow-up or
exclusions.

Figure 2. Flow diagram of a multicenter trial comparing
implantation of heparin-coated stents with percutaneous
transluminal angioplasty (PTCA).

The diagram includes detailed information on the interventions received.
CABG 5 coronary artery bypass grafting. Adapted from reference 144.

Table 5. Information Required To Document the Flow of Participants through Each Stage of a Randomized,
Controlled Trial

Stage Number of People Included Number of People Not Included or
Excluded

Rationale

Enrollment People evaluated for potential
enrollment

People who did not meet the inclusion
criteria

People who met the inclusion criteria but
declined to be enrolled

These counts indicate whether trial partici-
pants were likely to be representative of all
patients seen; they are relevant to assess-
ment of external validity only, and they
are often not available

Randomization Participants randomly assigned Crucial count for defining trial size and
assessing whether a trial has been
analyzed by intention to treat

Treatment allocation Participants who received treatment as
allocated, by study group

Participants who did not receive treatment
as allocated, by study group

Important counts for assessment of internal
validity and interpretation of results; rea-
sons for not receiving treatment as allo-
cated should be given

Follow-up Participants who completed treatment as
allocated, by study group

Participants who completed follow-up as
planned, by study group

Participants who did not complete
treatment as allocated, by study group

Participants who did not complete
follow-up as planned, by study group

Important counts for assessment of internal
validity and interpretation of results;
reasons for not completing treatment or
follow-up should be given

Analysis Participants included in main analysis, by
study group

Participants excluded from main analysis,
by study group

Crucial count for assessing whether a trial
has been analyzed by intention to treat;
reasons for excluding participants should
be given
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Item 13b. Describe protocol deviations from study
as planned, together with reasons.

Examples

There was only one protocol deviation, in a woman
in the study group. She had an abnormal pelvic mea-
surement and was scheduled for elective caesarean sec-
tion. However, the attending obstetrician judged a trial
of labour acceptable; caesarean section was done when
there was no progress in the first stage of labour (147).

The monitoring led to withdrawal of nine centres,
in which existence of some patients could not be
proved, or other serious violations of good clinical prac-
tice had occurred (148).

Explanation
Authors should report all departures from the pro-

tocol, including unplanned changes to interventions, ex-
aminations, data collection, and methods of analysis.
Some of these protocol deviations* may be reported in
the flow diagram (item 13a): for example, participants
who did not receive the intended intervention. If partic-
ipants were excluded after randomization because they
were found not to meet eligibility criteria (item 16)
(contrary to the intention-to-treat principle), they can
be included in the flow diagram. Use of the term “pro-
tocol deviation” in published articles is not sufficient to
justify exclusion of participants after randomization.
The nature of the protocol deviation and the exact
reason for excluding participants after randomization
should always be reported.

Item 14. Dates defining the periods of recruitment
and follow-up.

Figure 3. Flow diagram of a trial of chiropractic
manipulation of the cervical spine for treatment of
episodic tension-type headache.

The diagram includes the number of patients actively followed up at
different times during the trial. Adapted from reference 145.

Figure 4. Flow diagram of a trial of the topoisomerase I
inhibitor irinotecan in patients with metastatic colorectal
cancer in whom fluorouracil chemotherapy had failed.

The diagram includes the results for the main outcome (overall survival).
Adapted from reference 146.
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Example

Age-eligible participants were recruited . . . from
February 1993 to September 1994 . . . Participants at-
tended clinic visits at the time of randomization (base-
line) and at 6-month intervals for 3 years (115).

Explanation
Knowing when a study took place and over what

period participants were recruited places the study in
historical context. Medical and surgical therapies, in-
cluding concurrent therapies, evolve continuously and
may affect the routine care given to patients during a
trial. Knowing the rate at which participants were re-
cruited may also be useful, especially to other investigators.

The length of follow-up is not always a fixed period
after randomization. In many RCTs in which the out-
come is time to an event, follow-up of all participants
is ended on a specific date. This date should be given,
and it is also useful to report the median duration of
follow-up (149, 150).

If the trial was stopped owing to results of interim
analysis of the data (item 7b), this should be reported.
Early stopping will lead to a discrepancy between the
planned and actual sample sizes. In addition, trials that
stop early are likely to overestimate the treatment effect
(102).

In a review of reports in oncology journals that used
survival analysis, most of which were not RCTs, Altman
and associates (150) found that nearly 80% (104 of 132

reports) included the starting and ending dates for ac-
crual of patients, but only 24% (32 of 132 reports) also
reported the date on which follow-up ended.

Item 15. Baseline demographic and clinical charac-
teristics of each group.

Example

See Table 6.

Explanation
Although the eligibility criteria (item 3) indicate

who was eligible for the trial, it is also important to
know the characteristics of the participants who were
actually recruited. This information allows readers, espe-
cially clinicians, to judge how relevant the results of a
trial might be to a particular patient.

Randomized, controlled trials aim to compare
groups of participants that differ only with respect to the
intervention (treatment). Although proper random as-
signment prevents selection bias, it does not guarantee
that the groups are equivalent at baseline. Any differ-
ences in baseline characteristics are, however, the result
of chance rather than bias (25). The study groups
should be compared at baseline for important demo-
graphic and clinical characteristics so that readers can
assess how comparable the groups were. Baseline data
may be especially valuable when the outcome measure
can also be measured at the start of the trial.

Baseline information is efficiently presented in a ta-
ble (Table 6). For continuous variables, such as weight
or blood pressure, the variability of the data should be
reported, along with average values. Continuous vari-
ables can be summarized for each group by the mean
and standard deviation. When continuous data have an
asymmetrical distribution, a preferable approach may be
to quote the median and a percentile range (perhaps the
25th and 75th percentiles) (127). Standard errors and
confidence intervals are not appropriate for describing
variability—they are inferential rather than descriptive
statistics. Variables making up a small number of or-
dered categories (such as stages of disease I to IV) should
not be treated as continuous variables; instead, numbers
and proportions should be reported for each category
(46, 127).

Despite many warnings about their inappropriate-
ness (21, 25, 151) significance tests of baseline differ-
ences are still common; they were reported in half of the

Table 6. Item 15: Example of Reporting of Baseline
Demographic and Clinical Characteristics of Trial
Groups†

Characteristic Vitamin Group
(n 5 141)

Placebo Group
(n 5 142)

Mean age 6 SD, y 28.9 6 6.4 29.8 6 5.6
Smokers, n (%) 22 (15.6) 14 (9.9)
Mean body mass index 6 SD, kg/m2 25.3 6 6.0 25.6 6 5.6
Mean blood pressure 6 SD, mm Hg

Systolic 112 6 15 110 6 12
Diastolic 67 6 11 68 6 10

Parity, n (%)
0 91 (65) 87 (61)
1 39 (28) 42 (30)
2 9 (6) 8 (6)
.2 2 (1) 5 (4)

Coexisting disease, n (%)
Essential hypertension 10 (7) 7 (5)
Lupus or antiphospholipid syndrome 4 (3) 1 (1)
Diabetes 2 (1) 3 (2)

† Adapted from part of Table 1 of reference 111.
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trials in a recent survey of 50 RCTs (133). Ideally, the
trial protocol should state whether or not adjustment is
made for nominated baseline variables by using analysis
of covariance (137). Adjustment for variables because
they differ significantly at baseline is likely to bias the
estimated treatment effect (137).

Item 16. Number of participants (denominator) in
each group included in each analysis and whether the
analysis was by “intention to treat.” State the results in
absolute numbers when feasible (e.g., 10 of 20, not
50%).

Examples

The primary analysis was intention-to-treat and
involved all patients who were randomly assigned . . .
(91).

One patient in the alendronate group was lost to
follow up; thus data from 31 patients were available for
the intention-to-treat analysis. Five patients were con-
sidered protocol violators . . . consequently 26 patients
remained for the per-protocol analyses (152).

Explanation
The number of participants in each group is an es-

sential element of the results. Although the flow diagram
may indicate the numbers of participants for whom out-
comes were available, these numbers may vary for dif-
ferent outcome measures. The sample size per group
(the denominator when reporting proportions) should
be given for all summary information. This information
is especially important for binary outcomes, because ef-
fect measures (such as risk ratio and risk difference)
should be interpreted in relation to the event rate. Ex-
pressing results as fractions also aids the reader in assess-
ing whether all randomly assigned participants were
included in an analysis, and if not, how many were
excluded. It follows that results should not be presented
solely as summary measures, such as relative risks.

Failure to include all participants may bias trial re-
sults. Most trials do not yield perfect data, however.
“Protocol violations” may occur, such as when patients
do not receive the full intervention or the correct inter-
vention or a few ineligible patients are randomly allo-
cated in error. One widely recommended way to handle
such issues is to analyze all participants according to
their original group assignment, regardless of what sub-
sequently occurred. This “intention-to-treat” strategy is

not always straightforward to implement. It is common
for some patients not to complete a study—they may
drop out or be withdrawn from active treatment—and
thus are not assessed at the end. Although those partic-
ipants cannot be included in the analysis, it is customary
still to refer to analysis of all available participants as an
intention-to-treat analysis. The term is often inappropri-
ately used when some participants for whom data are
available are excluded: for example, those who received
none of the intended treatment because of nonadher-
ence to the protocol. Conversely, analysis can be re-
stricted to only participants who fulfill the protocol in
terms of eligibility, interventions, and outcome assess-
ment. This analysis is known as an “on-treatment” or
“per protocol” analysis. Sometimes both types of analy-
sis are presented.

Excluding participants from the analysis can lead to
erroneous conclusions. For example, in a trial that com-
pared medical with surgical therapy for carotid stenosis,
analysis limited to participants who were available for
follow-up showed that surgery reduced the risk for tran-
sient ischemic attack, stroke, and death. However,
intention-to-treat analysis based on all participants as
originally assigned did not show a superior effect of
surgery (153). Intention-to-treat analysis is generally
favored because it avoids bias associated with nonran-
dom loss of participants (154–156). Regardless of
whether authors use the term “intention to treat,” they
should make clear which participants are included in
each analysis (item 13). Intention-to-treat analysis is not
appropriate for examining adverse effects.

Noncompliance with assigned therapy may mean
that the intention-to-treat analysis underestimates the
real benefit of the treatment; additional analyses may
therefore be considered (157, 158).

In a review of RCTs published in leading general
medical journals in 1997, about half of the reports (119
of 249) mentioned intention-to-treat analysis, but only
five stated explicitly that all participants who underwent
random allocation were analyzed according to group as-
signment (18). Moreover, 89 (75%) of these trials were
missing some data on the primary outcome variable.
Schulz and associates (121) found that trials with no
reported exclusions were methodologically weaker in
other respects than those that reported on some ex-
cluded participants, strongly indicating that at least
some researchers who had excluded participants did not
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report it. Ruiz-Canela and colleagues (159) found that
reporting an intention-to-treat analysis was associated
with some other aspects of good study design and re-
porting, such as describing a sample size calculation.

Item 17. For each primary and secondary outcome, a
summary of results for each group and the estimated effect
size and its precision (e.g., 95% confidence interval).

Example

See Table 7.

Explanation
For each outcome, study results should be reported

as a summary of the outcome in each group (for exam-
ple, the proportion of participants with or without the
event, or the mean and standard deviation of measure-
ments), together with the contrast between the groups,
known as the effect size*. For binary outcomes, the mea-
sure of effect could be the risk ratio (relative risk), odds
ratio, or risk difference; for survival time data, the mea-
sure could be the hazard ratio or difference in median
survival time; and for continuous data, it is usually the
difference in means. Confidence intervals should be pre-
sented for the contrast between groups. A common error
is the presentation of separate confidence intervals for
the outcome in each group rather than for the treatment
effect (160). Trial results are often more clearly dis-
played in a table rather than in the text, as shown in
Table 7.

For all outcome measures, authors should provide a
confidence interval to indicate the precision* (uncertain-
ty) of the estimate (46, 161). A 95% confidence interval
is conventional, but occasionally other levels are used.
Many journals require or strongly encourage the use of
confidence intervals (162). They are especially valuable

in relation to nonsignificant differences, for which they
often indicate that the result does not rule out an im-
portant clinical difference. The use of confidence inter-
vals has increased markedly in recent years, although not
in all medical specialties (160). Although P values may
be provided in addition to confidence intervals, results
should not be reported solely as P values (163, 164).

Results should be reported for all planned primary
and secondary end points, not just for analyses that were
statistically significant. As yet, there is little empirical
evidence of within-study selective reporting (28), but it
is probably a widespread and serious problem (165,
166). In trials in which interim analyses were per-
formed, interpretation should focus on the final results
at the close of the trial, not the interim results (167).

For both binary and survival time data, expressing
the results also as the number needed to treat for benefit
(NNTB) or harm (NNTH) can be helpful (item 21)
(168, 169).

Item 18. Address multiplicity by reporting any other
analyses performed, including subgroup analyses and ad-
justed analyses, indicating those prespecified and those
exploratory.

Example

Another interesting finding was the evidence of
some interaction between treatment with vitamin A
and severity of disease on presentation, with results
slightly in favour of the vitamin A group among pa-
tients initially admitted to hospital, the opposite occur-
ring among those treated as outpatients. Although this
finding comes from a subgroup analysis which was pre-
planned, in no case did the different response between
the treatment groups reach significance at the 5% level
(126).

Table 7. Item 17: Example of Reporting of Summary Results for Each Study Group†

End Point Etanercept Group
(n 5 30)

Placebo Group
(n 5 30)

Difference
(95% CI)

P Value

4OOOOOOOOn (%)OOOOOOOO3 %

Primary
Achieved psoriatic arthritis response criteria at 12 weeks 26 (87) 7 (23) 63 (44–83) ,0.001

Secondary
Proportion of patients meeting ACR criteria

ACR20 22 (73) 4 (13) 60 (40–80) ,0.001
ACR50 15 (50) 1 (3) 47 (28–66) ,0.001
ACR70 4 (13) 0 (0) 13 (1–26) 0.04

† See also example for item 6a. Adapted from Table 2 of reference 80. ACR 5 American College of Rheumatology.
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Explanation
Multiple analyses of the same data create a consid-

erable risk for false-positive findings (170). Authors
should especially resist the temptation to perform many
subgroup analyses (133, 135, 171). Analyses that were
prespecified in the trial protocol are much more reliable
than those suggested by the data. Authors should indi-
cate which analyses were prespecified. If subgroup analy-
ses were undertaken, authors should report which sub-
groups were examined and why, although presentation
of detailed results may not be necessary in all cases.
Selective reporting of subgroup analyses could lead to
bias (172). Formal evaluations of interaction (item 12b)
should be reported as the estimated difference in the
intervention effect in each subgroup (with a confidence
interval), not just as P values.

Assmann and colleagues (133) found that 35 of 50
trial reports included subgroup analyses, of which only
42% used tests of interaction. They noted that it was
often difficult to determine whether subgroup analyses
had been specified in the protocol.

Similar recommendations apply to analyses in
which adjustment was made for baseline variables. If
done, both unadjusted and adjusted analyses should be
reported. Authors should indicate whether adjusted
analyses, including the choice of variables to adjust for,
were planned.

Item 19. All important adverse events or side effects
in each intervention group.

Example

The proportion of patients experiencing any ad-
verse event was similar between the rBPI21 [recombi-
nant bactericidal/permeability-increasing protein] and
placebo groups: 168 (88.4%) of 190 and 180 (88.7%)
of 203, respectively, and it was lower in patients treated
with rBPI21 than in those treated with placebo for 11
of 12 body systems. . . . the proportion of patients ex-
periencing a severe adverse event, as judged by the in-
vestigators, was numerically lower in the rBPI21 group
than the placebo group: 53 (27.9%) of 190 versus 74
(36.5%) of 203 patients, respectively. There were only
three serious adverse events reported as drug-related
and they all occurred in the placebo group (173).

Explanation
Most interventions have unintended and often un-

desirable effects in addition to intended effects. Readers

need information about the harms as well as the benefits
of interventions to make rational and balanced deci-
sions. The existence and nature of adverse effects can
have a major impact on whether a particular interven-
tion will be deemed acceptable and useful. Not all re-
ported adverse events* observed during a trial are neces-
sarily a consequence of the intervention; some may be a
consequence of the condition being treated. Random-
ized, controlled trials offer the best approach for provid-
ing safety data as well as efficacy data, although they
cannot detect rare adverse effects.

At a minimum, authors should provide estimates of
the frequency of the main severe adverse events and rea-
sons for treatment discontinuation separately for each
intervention group. If participants may experience an
adverse event more than once, the data presented should
refer to numbers of affected participants; numbers of
adverse events may also be of interest. Authors should
provide operational definitions for their measures of the
severity of adverse events (174).

Many reports of RCTs provide inadequate informa-
tion on adverse events. In 192 reports of drug trials,
only 39% had adequate reporting of clinical adverse
events and 29% had adequate reporting of laboratory-
determined toxicity (174). Furthermore, in one volume
of a prominent general medical journal in 1998, 58%
(30 of 52) of reports (mostly RCTs) did not provide any
details on harmful consequences of the interventions
(Hasford J. Personal communication).

Discussion

Item 20. Interpretation of the results, taking into
account study hypotheses, sources of potential bias or
imprecision, and the dangers associated with multiplic-
ity of analyses and outcomes.

Explanation
It has been argued that the discussion sections of

scientific reports are filled with rhetoric supporting the
authors’ findings (175) and provide little measured ar-
gument of the pros and cons of the study and its results.
Some journals have attempted to remedy this problem
by encouraging more structure to authors’ discussion of
their results (176, 177). For example, Annals of Internal
Medicine (176) recommends that authors structure the
discussion section by presenting 1) a brief synopsis of
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the key findings; 2) consideration of possible mecha-
nisms and explanations; 3) comparison with relevant
findings from other published studies (whenever possi-
ble including a systematic review combining the results
of the current study with the results of all previous rel-
evant studies); 4) limitations of the present study (and
methods used to minimize and compensate for those
limitations); and 5) a brief section that summarizes the
clinical and research implications of the work, as appro-
priate. We recommend that authors follow these sensi-
ble suggestions, perhaps also using suitable subheadings
in the discussion section.

Although discussion of limitations is frequently
omitted from reports of original clinical research (178),
identification and discussion of the weaknesses of a
study have particular importance. For example, a surgi-
cal group recently reported that laparoscopic cholecys-
tectomy, a technically difficult procedure, had signifi-
cantly lower rates of complications (primary outcome)
than the more traditional open cholecystectomy for
management of acute cholecystitis (179). However, the
authors failed to discuss the potential bias of their re-
sults: namely, that the study investigators themselves
had completed all the laparoscopic cholecystectomies,
whereas 80% of the open cholecystectomies had been
completed by trainees. The positive results observed for
laparoscopic cholecystectomy may have been merely a
function of surgical experience, thus biasing the results.
Evaluation of the results in light of this methodologic
weakness would have been helpful to readers.

Authors should also discuss any imprecision* of the
results, perhaps when discussing study weaknesses. Im-
precision may arise in connection with several aspects of
a study, including measurement of a primary outcome
(see item 6) or diagnosis (see item 3a). Perhaps the scale
used was validated on an adult population but used in a
pediatric one, or the assessor was not trained in how to
administer the instrument. Issues such as these can lead
to imprecise results and should be discussed by the au-
thors.

The difference between statistical significance and
clinical importance should always be borne in mind.
Authors should particularly avoid the common error of
interpreting a nonsignificant result as indicating equiva-
lence of interventions. The confidence interval (item 17)
provides valuable insight into whether the trial result is

compatible with a clinically important effect, regardless
of the P value (94).

Authors should exercise special care when evaluating
the results of trials with multiple comparisons*. Such
multiplicity arises from several interventions, outcome
measures, time points, subgroup analyses, and other fac-
tors. In such circumstances, some statistically significant
findings are likely to result from chance alone.

Item 21. Generalizability (external validity) of the
trial findings.

Example

Despite the size and duration of this trial, the pop-
ulations of patients with OA [osteoarthritis] and RA
[rheumatoid arthritis] are much larger and therapy con-
tinues for substantially longer than 6 months. More-
over, many patients with OA and RA have comorbid
illnesses (e.g., active GI [gastrointestinal] disease) that
would have excluded them from the current study.
Consequently, the results of this study do not address
the occurrence of rare adverse events, nor can they be
extrapolated to all patients seen in general clinical prac-
tice (180).

Explanation
External validity, also called generalizability or ap-

plicability, is the extent to which the results of a study
can be generalized to other circumstances (181). Inter-
nal validity is a prerequisite for external validity: the
results of a flawed trial are invalid and the question of its
external validity becomes irrelevant. There is no external
validity per se; the term is meaningful only with regard
to clearly specified conditions that were not directly ex-
amined in the trial. Can results be generalized to an
individual patient or groups that differ from those en-
rolled in the trial with regard to age, sex, severity of
disease, and comorbid conditions? Are the results appli-
cable to other drugs within a class of similar drugs, to a
different dosage, timing, and route of administration,
and to different concomitant therapies? Can the same
results be expected at the primary, secondary, and ter-
tiary levels of care? What about the effect on related
outcomes that were not assessed in the trial, and the
importance of length of follow-up and duration of treat-
ment?

External validity is a matter of judgment and de-
pends on the characteristics of the participants included
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in the trial, the trial setting, the treatment regimens
tested, and the outcomes assessed (182). It is therefore
crucial that adequate information be provided about el-
igibility criteria and the setting and location (item 3),
the interventions and how they were administered (item
4), the definition of outcomes (item 6), and the period
of recruitment and follow-up (item 14). The proportion
of control group participants in whom the outcome de-
velops (control group risk) is also important.

Several considerations are important when results of
a trial are applied to an individual patient (183–185).
Although some variation in treatment response between
an individual patient and the patients in a trial or sys-
tematic review is to be expected, the differences tend to
be quantitative rather than qualitative. Although there
are important exceptions (185), therapies found to be
beneficial in a narrow range of patients generally have
broader application in actual practice. Measures that in-
corporate baseline risk and therapeutic effects, such as
the number needed to treat to obtain one additional
favorable outcome and the number needed to treat to
produce one adverse effect, are helpful in assessing the
benefit-to-risk ratio in an individual patient or group
with characteristics that differ from the typical trial
participant (185–187). Finally, after deriving patient-
centered estimates for the potential benefit and harm
from an intervention, the clinician must integrate them
with the patient’s values and preferences for therapy.
Similar considerations apply when assessing the general-
izability of results to different settings and interventions.

Item 22. General interpretation of the results in the
context of current evidence.

Example

Studies published before 1990 suggested that pro-
phylactic immunotherapy also reduced nosocomial
infections in very-low-birth-weight infants. However,
these studies enrolled small numbers of patients; em-
ployed varied designs, preparations, and doses; and
included diverse study populations. In this large multi-
center, randomized controlled trial, the repeated pro-
phylactic administration of intravenous immune glob-
ulin failed to reduce the incidence of nosocomial
infections significantly in premature infants weighing
501 to 1500 g at birth (188).

Explanation
The result of an RCT is important regardless of

which treatment appears better, magnitude of effect, or
precision. Readers will want to know how the present
trial’s results relate to those of other published RCTs.
Ideally, this can be achieved by including a formal sys-
tematic review (meta-analysis) in the results or discus-
sion section of the report (82, 189, 190). Such synthesis
is relevant only when previous trial results already exist
(for example, in the Cochrane Controlled Trials Regis-
ter [191]) and may often be impractical.

Incorporating a systematic review into the discus-
sion section of a trial report lets the reader interpret the
results of the trial as it relates to the totality of evidence.
Such information may help readers assess whether the
results of the RCT are similar to those of other trials in
the same topic area. It may also provide valuable infor-
mation about the degree of similarity of participants
across studies. Recent evidence suggests that reports of
RCTs have not adequately dealt with this point (192).
Bayesian methods can be used to statistically combine
the trial data with previous evidence (193).

We recommend that at a minimum, authors should
discuss the results of their trial in the context of existing
evidence. This discussion should be as systematic as pos-
sible and not limited to studies that support the results
of the current trial (194). Ideally, we recommend a sys-
tematic review and indication of the potential limitation
of the discussion if this cannot be completed.

COMMENTS

Assessment of health care interventions can be mis-
leading unless investigators ensure unbiased compari-
sons. Random allocation to study groups remains the
only method that eliminates selection and confounding
biases. Indeed, methodologic investigators often (195–
197) but not always (198, 199) detect consistent differ-
ences when they compare nonrandomized and random-
ized studies.

Bias jeopardizes even RCTs, however, if investiga-
tors carry out such trials improperly (200). Recent re-
sults provide empirical evidence that some RCTs have
biased results. Four separate studies have found that
trials that used inadequate or unclear allocation conceal-
ment, compared with those that used adequate conceal-
ment, yielded 30% to 40% larger estimates of effect on
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average (2, 4, 5, 201). The poorly executed trials tended
to exaggerate treatment effects and to have important
biases.

Only high-quality research, in which proper atten-
tion has been given to design, will consistently eliminate
bias. The design and implementation of an RCT require
methodologic as well as clinical expertise; meticulous
effort (22, 106); and a high index of suspicion for un-
anticipated difficulties, potentially unnoticed problems,
and methodologic deficiencies. Reports of RCTs should
be written with similarly close attention to minimizing
bias. Readers should not have to speculate; the methods
used should be transparent, so that readers can readily
differentiate trials with unbiased results from those with
questionable results. Sound science encompasses ade-
quate reporting, and the conduct of ethical trials rests on
the footing of sound science (202).

We wrote this explanatory article to assist authors in
using CONSORT and to explain in general the impor-
tance of adequately reporting trials. The CONSORT
statement can help researchers designing trials in future
and can guide peer reviewers and editors in their evalu-
ation of manuscripts. Because CONSORT is an evolv-
ing document, it requires a dynamic process of contin-
ual assessment, refinement, and, if necessary, change.
Thus, the principles presented in this article and the
CONSORT checklist (56–58) are open to change as
new evidence and critical comments accumulate.

The first version of the CONSORT statement, de-
spite its limitations, appears to have led to some im-
provement the quality of reporting of RCTs in the jour-
nals that have adopted it (54, 56–58). Other groups are
using the CONSORT template to improve the report-
ing of other research designs, such as diagnostic tests
(Lijmer J. Personal communication), meta-analysis of
RCTs (203), and meta-analyses of observational studies
(204). We hope that this collaborative spirit will con-
tinue.

The CONSORT Web site (http://www.consort
-statement.org) has been established to provide educa-
tional material and a repository database of materials
relevant to the reporting of RCTs. The site will include
many examples from real trials, including all of the ex-
amples included in this article. We will continue to add
good and weaker examples of reporting to the database,
and we invite readers to submit further suggestions to
the CONSORT coordinator (Leah Lepage; e-mail,

llepage@uottawa.ca). We will endeavor to make the ex-
amples easy to access and disseminate to improve the
training of clinical trialists now and in the future.

The CONSORT statement will need periodic re-
evaluation until we have direct evidence of the impor-
tance of each item on the checklist and flow diagram.
The CONSORT group will continue to survey the lit-
erature to find relevant articles that address issues to
enhance the quality of reporting of RCTs, and we invite
authors of any such articles to notify the CONSORT
coordinator about them. All of this information will be
made accessible through the CONSORT Web site,
which will be updated regularly.

The efforts of the CONSORT group have been no-
ticed. Many journals, including The Lancet, British Med-
ical Journal, Journal of the American Medical Association,
and Annals of Internal Medicine, and a growing number
of biomedical editorial groups, including the Interna-
tional Committee of Medical Journals Editors (Vancou-
ver Group) and the Council of Science Editors, have
given their official support to CONSORT. We invite
other journals concerned about the quality of reporting
of clinical trials to adopt the CONSORT statement and
contact us through our Web site to let us know of their
support. The ultimate benefactors of these collective ef-
forts should be people who, for whatever reason, require
intervention from the health care community.

GLOSSARY

Adjusted analysis: Usually refers to attempts to control (ad-
just) for baseline imbalances between groups in important patient
characteristics. Sometimes used to refer to adjustments of P value
to take account of multiple testing. See Multiple comparisons.

Adverse event: An unwanted effect detected in participants in
a trial. The term is used regardless of whether the effect can be
attributed to the intervention under evaluation. See also Side
effect.

Allocation concealment: A technique used to prevent selection
bias by concealing the allocation sequence from those assigning
participants to intervention groups, until the moment of assign-
ment. Allocation concealment prevents researchers from (uncon-
sciously or otherwise) influencing which participants are assigned
to a given intervention group.

Allocation ratio: The ratio of intended numbers of partici-
pants in each of the comparison groups. For two-group trials, the
allocation ratio is usually 1:1, but unequal allocation (such as 1:2)
is sometimes used.

Allocation sequence: A list of interventions, randomly or-
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dered, used to assign sequentially enrolled participants to inter-
vention groups. Also termed “assignment schedule,” “randomiza-
tion schedule,” or “randomization list.”

Ascertainment bias: Systematic distortion of the results of a
randomized trial that occurs when the person assessing outcome,
whether an investigator or the participant, knows the group as-
signment.

Assignment: See Random assignment.
Baseline characteristics: Demographic, clinical, and other

data collected for each participant at the beginning of the trial,
before the intervention is administered. See also Prognostic vari-
able.

Bias: Systematic distortion of the estimated intervention ef-
fect away from the “truth,” caused by inadequacies in the design,
conduct, or analysis of a trial.

Blinding (masking): The practice of keeping the trial partic-
ipants, care providers, data collectors, and sometimes those ana-
lyzing data unaware of which intervention is being administered
to which participant. Blinding is intended to prevent bias on the
part of study personnel. The most common application is double-
blinding, in which participants, caregivers, and outcome assessors
are blinded to intervention assignment. The term masking may
be used instead of blinding.

Block randomization: See Permuted block design.
Blocking: See Permuted block design.
Comparison groups: The groups being compared in the ran-

domized trial. Also referred to as “study groups”; “treatment
groups”; “arms” of a trial; or by individual terms, such as “treat-
ment group” and “control group.”

Concealment: See Allocation concealment.
Confidence interval: A measure of the precision of an esti-

mated value. The interval represents the range of values, consis-
tent with the data, that is believed to encompass the “true” value
with high probability (usually 95%). The confidence interval is
expressed in the same units as the estimate. Wider intervals indi-
cate lower precision; narrow intervals indicate greater precision.

Confounding: A situation in which the estimated inter-
vention effect is biased because of some difference between the
comparison groups apart from the planned interventions, such as
baseline characteristics, prognostic factors, or concomitant inter-
ventions. For a factor to be a confounder, it must differ between
the comparison groups and predict the outcome of interest. See
also Adjusted analysis.

Deterministic method of allocation: A method of allocating
participants to interventions that uses a predetermined rule
without a random element (for example, alternate assignment
or based on day of week, hospital number, or date of birth).
Because group assignments can be predicted in advance of assign-
ment in deterministic methods, participant allocation may be

manipulated, causing selection bias. See also Selection bias; Allo-
cation concealment.

Effect size: See Treatment effect.
Eligibility criteria: The clinical and demographic character-

istics that define which persons are eligible to be enrolled in a
trial.

End point: See Outcome measure.
Enrollment: The act of admitting a participant into a trial.

Participants should be enrolled only after study personnel have
confirmed that all the eligibility criteria have been met. Formal
enrollment must occur before random assignment is performed.

External validity: The extent to which the results of a trial
provide a correct basis for generalizations to other circumstances.
Also called generalizability or applicability.

Follow-up: A process of periodic contact with participants
enrolled in the randomized trial for the purpose of administering
the assigned interventions, modifying the course of interventions,
observing the effects of the interventions, or collecting data. See
also Loss to follow-up.

Generation of allocation sequence: The procedure used to cre-
ate the (random) sequence for making intervention assignments,
such as a table of random numbers or a computerized random-
number generator. Such options as simple randomization,
blocked randomization, and stratified randomization are part of
the generation of the allocation sequence.

Hypothesis: In a trial, a statement relating to the possible
different effect of the interventions on an outcome. The null
hypothesis of no such effect is amenable to explicit statistical
evaluation by a hypothesis test, which generates a P value.

Imprecision: A quantification of the uncertainty in an esti-
mate such as an effect size, usually expressed as the 95% confi-
dence interval around the estimate. Also refers more generally to
other sources of uncertainty, such as measurement error.

Intention-to-treat analysis: A strategy for analyzing data in
which all participants are included in the group to which they
were assigned, regardless of whether they completed the interven-
tion given to the group. Intention-to-treat analysis prevents bias
caused by loss of participants, which may disrupt the baseline
equivalence established by random assignment and may reflect
nonadherence to the protocol.

Interaction: A situation in which the effect of one explana-
tory variable on the outcome is affected by the value of a second
explanatory variable. In a trial, a test of interaction examines
whether the treatment effect varies across subgroups of partici-
pants. See also Subgroup analysis.

Interim analysis: Analysis comparing intervention groups at
any time before formal completion of the trial, usually before
recruitment is complete. Often used with stopping rules so that a
trial can be stopped if participants are being put at risk unneces-
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sarily. The timing and frequency of interim analyses should be
specified in the original trial protocol.

Internal validity: The extent to which the design and con-
duct of the trial eliminate the possibility of bias.

Intervention: The treatment or other health care course of
action under investigation. The effects of an intervention are
quantified by the outcome measures.

Loss to follow-up: Loss of contact with some participants, so
that researchers cannot complete data collection as planned. Loss
to follow-up is a common cause of missing data, especially in
long-term studies. See also Follow-up.

Minimization: An assignment strategy, similar in intention
to stratification, that ensures excellent balance between interven-
tion groups for specified prognostic factors. The next participant
is assigned to whichever group would minimize the imbalance
between groups on specified prognostic factors. Minimization is
an acceptable alternative to random assignment (Table 3).

Multiple comparisons: Performance of multiple analyses on
the same data. Multiple statistical comparisons increase the prob-
ability of a type I error: that is, attributing a difference to an
intervention when chance is the more likely explanation.

Multiplicity: The proliferation of possible comparisons in a
trial. Common sources of multiplicity are multiple outcome mea-
sures, outcomes assessed at several time points after the interven-
tion, subgroup analyses, or multiple intervention groups.

Objectives: The general questions that the trial was designed
to answer. The objective may be associated with one or more
hypotheses that, when tested, will help answer the question. See
also Hypothesis.

Open trial: A randomized trial in which no one is blinded to
group assignment.

Outcome measure: An outcome variable of interest in the trial
(also called an end point). Differences between groups in outcome
variables are believed to be the result of the differing interven-
tions. The primary outcome is the outcome of greatest impor-
tance. Data on secondary outcomes are used to evaluate addi-
tional effects of the intervention.

Participant: A person who takes part in a trial. Participants
usually must meet certain eligibility criteria. See also Recruitment,
Enrollment.

Performance bias: Systematic differences in the care provided
to the participants in the comparison groups other than the in-
tervention under investigation.

Permuted block design: An approach to generating an alloca-
tion sequence in which the number of assignments to interven-
tion groups satisfies a specified allocation ratio (such as 1:1 or
2:1) after every “block” of specified size. For example, a block size
of 12 may contain 6 of A and 6 of B (ratio of 1:1) or 8 of A and
4 of B (ratio of 2:1). Generating the allocation sequence involves

random selection from all of the permutations of assignments
that meet the specified ratio.

Planned analyses: The statistical analyses specified in the trial
protocol (that is, planned in advance of data collection). Also
called a priori analyses. In contrast to unplanned analyses (also
called exploratory, data-derived, or post hoc analyses), which are
analyses suggested by the data. See also Subgroup analyses.

Power: The probability (generally calculated before the start
of the trial) that a trial will detect as statistically significant an
intervention effect of a specified size. The prespecified trial size is
often chosen to give the trial the desired power. See Sample size.

Precision: See Imprecision.
Prognostic variable: A baseline variable that is prognostic in

the absence of intervention. Unrestricted, simple randomization
can lead to chance baseline imbalance in prognostic variables,
which can affect the results and weaken the trial’s credibility.
Stratification and minimization protect against such imbalances.
See also Adjusted analysis, Restricted randomization.

Protocol deviation: A failure to adhere to the prespecified trial
protocol, or a participant for whom this occurred. Examples are
ineligible participants who were included in the trial by mistake
and those for whom the intervention or other procedure differed
from that outlined in the protocol.

Random allocation; random assignment; randomization: In a
randomized trial, the process of assigning participants to groups
such that each participant has a known and usually an equal
chance of being assigned to a given group. It is intended to
ensure that the group assignment cannot be predicted.

Recruitment: The process of getting participants into a ran-
domized trial. See also Enrollment.

Restricted randomization: Any procedure used with random
assignment to achieve balance between study groups in size or
baseline characteristics. Blocking is used to ensure that compari-
son groups will be of approximately the same size. With stratifi-
cation, randomization with restriction is carried out separately
within each of two or more subsets of participants (for example,
defining disease severity or study centers) to ensure that the pa-
tient characteristics are closely balanced within each intervention
group (Table 3).

Sample size: The number of participants in the trial. The
intended sample size is the number of participants planned to be
included in the trial, usually determined by using a statistical
power calculation. The sample size should be adequate to provide
a high probability of detecting as significant an effect size of a
given magnitude if such an effect actually exists. The achieved
sample size is the number of participants enrolled, treated, or
analyzed in the study.

Selection bias: Systematic error in creating intervention
groups, causing them to differ with respect to prognosis. That is,
the groups differ in measured or unmeasured baseline character-
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istics because of the way in which participants were selected for
the study or assigned to their study groups. The term is also used
to mean that the participants are not representative of the pop-
ulation of all possible participants. See also Allocation conceal-
ment, External validity.

Side effect: An unintended, unexpected, or undesirable result
of an intervention. See also Adverse event.

Simple randomization: Randomization without restriction.
In a two-group trial, it is analogous to the toss of a coin. See
Restricted randomization.

Stopping rule: In some trials, a statistical criterion that, when
met by the accumulating data, indicates that the trial can or
should be stopped early to avoid putting participants at risk un-
necessarily or because the intervention effect is so great that fur-
ther data collection is unnecessary. Usually defined in the trial
protocol and implemented during a planned interim analysis. See
also Interim analysis.

Stratified randomization: Random assignment within groups
defined by participant characteristics, such as age or disease se-
verity, intended to ensure good balance of these factors across
intervention groups. See also Restricted randomization.

Subgroup analysis: An analysis in which the intervention ef-
fect is evaluated in a defined subset of the participants in the trial,
or in complementary subsets, such as by sex or in age categories.
Sample sizes in subgroup analyses are often small, and subgroup
analyses therefore usually lack statistical power. They are also
subject to the multiple comparisons problem. See also Multiple
comparisons.

Treatment effect: A measure of the difference in outcome
between intervention groups. Commonly expressed as a risk ratio
(relative risk), odds ratio, or risk difference for binary outcomes
and as difference in means for continuous outcomes. Often
referred to as the “effect size.”
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